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Abstract. Natural Language Processing (NLP) and text mining tech-
niques require annotated datasets to develop and evaluate new approaches.
These datasets are commonly developed by domain experts, who manu-
ally annotate a corpus of documents with the relevant information. This
process is expensive and time-consuming, and for this reason, it has been
suggested that crowdsourcing techniques could be used to develop a gold
standard, with similar quality.
This paper presents a workflow for using the wisdom of the crowd to
develop an annotated corpus. Our approach is focused on the annotation
of named entities in biomedical text, using a crowd of non-experts. This
workflow is adaptable to various types of text and domains. We tested
this workflow on two occasions, one to compare the crowd annotations
with a gold standard created by experts and another to annotate clinical
reports with radiology terms.
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1 Introduction

Natural Language Processing (NLP) and text mining techniques require anno-
tated datasets to develop and evaluate new approaches. These datasets consist
of a corpus of documents relevant to a specific domain and its annotations,
which can serve as a gold standard to train a machine learning classifier and
evaluate its performance. These annotations are made by domain experts and
require a defined set of annotation guidelines and time to read and annotate the
texts. Recent crowdsourcing techniques have shown that non-experts can provide
reliable annotations for text mining tasks. Snow et. al. [1] compared expert an-
notations with non-expert annotations and obtained a high agreement between
the two on 5 different NLP tasks. Furthermore, they have shown that only a
small number of non-expert annotators is necessary to achieve expert quality.
Li et. al. [2] used crowdsourcing to annotate documents with relations between
chemical compounds and diseases. Each chemical-disease pair was reviewed by 5
annotators. Their approach achieved an F-score of 0.505, while machine learning
systems trained on a gold standard annotated by experts obtained an F-score of
0.570.



Our objective was to develop a flexible crowdsourcing workflow for annotation
of biomedical concepts in text. To demonstrate the flexibility and feasibility of
the workflow, we performed two experiments consisting of crowd annotation
sessions on two different domains (phenotypes and radiology terms). With one
of the sessions, we compared the quality of the crowd annotations with automatic
annotations, with the other we applied the workflow to obtain a new annotated
dataset. For our purposes, we define crowd as any number of people performing
the same task with a common objective. The number of people necessary depends
on the amount of text to be annotated in order to reach an acceptable level
of quality. Both sessions were organized in the context of a classroom, i.e., the
annotation session occurred in the same space during a fixed period of time. This
way, we could explain clearly the motivation and objectives of the experiment and
solve any technical issues occurring during the annotation process. This paper
describes the crowdsourcing workflow we developed for annotation of biomedical
documents, as well as the specifics of each annotation session. Furthermore,
we present the results obtained with each experiment, a discussion about the
advantages of this approach and further improvements.

2 Methods

In this section, we will first explain in general terms the idea of using the wisdom
of the crowd to develop a gold standard and then focus on the two experiences
we had implementing it. A crowd annotation session consists of a period of
time where human annotators are asked to annotate documents according to
some guidelines. Our goal with a crowd annotation session is to get annotations
of terms of a certain domain on a set of documents identified by the session
participants. To accomplish this goal, it is necessary to carefully prepare each
annotation session.

The first step should be to define the domain and a respective set of docu-
ments relevant to that domain. The source of these documents will depend on
the nature of the experiment: if the objective is to evaluate crowd annotations
on a specific domain, a corpus with gold standard annotations should be cho-
sen, so that the crowd annotations can be evaluated against the gold standard.
However, if the objective is to develop a new gold standard, or to improve auto-
matic annotations, it is necessary to select an appropriate set of documents to
annotate. There are several source of biomedical text that can be used to this
end, such as PubMed and ClinicalTrials.gov. The number of documents should
be chosen according to duration of the sessions. Since the participants are not
domain experts, they will have to spend time reading the guidelines and verifying
the definition of various concepts.

After defining the topic and corpus, it is necessary to define the type of
information to be annotated. In our case, we focused on defining named entity
annotations, which consists of identifying the words that refer to entities of a
specific domain. It should be clear to the participants what should be annotated
in the text. Hence, an existing vocabulary or ontology can be used, so that the



annotators have plenty examples of the entities. In our experiments, we used two
ontologies that provide a web interface that can be used to search for terms, and
most terms contain a definition. This way, the annotators can confirm if an entity
should be annotated or not based on its definition. Other criteria should also be
defined, similar to the annotation guidelines used for other corpus annotation
projects. Krallinger et. al. [3] provides a detailed description of the guidelines
used to annotated chemical compounds by experts. In our case, the guidelines
should be simple to understand by non-experts. As such, we compiled a list
bullet points containing the main principles that the annotators could consult
during the session.

It is necessary to choose how the annotators can access the text and submit
the annotations. There are various frameworks that can be used to this purpose.
Commercial frameworks, such as CrowdFlower and Amazon Mechanical Turk,
provide more options and features and can recruit annotators from a large pool of
users, which are paid for each annotation or document. However, there are other
examples of volunteer-based crowdsourcing projects, such as Folding@Home [4]
and Mark2Cure [5]. We used WebAnno [6] for the two experiments because it
was freely available and adaptable to our needs; i.e. it was possible to upload
documents and organize them in projects, and the annotators could access the
documents and directly annotate each document. Then, we could export the
annotations of each user and analyze them with our scripts. During the sessions,
we demonstrate to the users the annotation guidelines and how they should
use the annotation platform and the guidelines for doing it. To bootstrap the
annotation process we automatically pre-annotate the corpus with terms of the
domain, based on an existing vocabulary. This way, the annotators can accept
and reject the automatic annotations, or add new ones.

2.1 Evaluation metrics

After each annotation session, we show and discuss the results with the partic-
ipants. We chose to analyze the results right after the end of the session and
share with the participants, to emphasize the importance of their work. For the
HPO experiment, for which we had a gold standard, we calculated precision,
recall, and F1-score. For both experiments, we compared the annotations of the
participants based on an agreement score. The agreement score measures how
agreeable is each participant, comparing the annotations of the majority of the
participants. We wanted to obtain a high score to the participants that voted
most times like the majority, and a low score to participants that voted differ-
ently more often. By ranking the participants by this agreement score, we could
filter out noisy annotations. We defined the agreement score of a participant as
the sum of the fraction of users who agreed with the participant on each annota-
tion. Since we provided automatically generated annotations for each document,
each participant could either accept or reject each annotation:

ballota,p =

{
1 if participant p validated annotation a

0 otherwise
(1)



where p is a participant and a an automatic annotation. We can compare the
ballot of two users on the same annotation:

v(a, p1, p2) =

{
1 if ballota,p1 = ballota,p2

0 otherwise
(2)

Hence, we calculated the agreement score with the following formula:

agreement score(p) =
∑
a∈A

1

#P

∑
i∈P

v(a, p, i) (3)

where A is the set of automatic annotations and P is the set of all partici-
pants. For example, considering an annotation accepted by 70% of the partici-
pants, means that those who accepted receive a score of 0.7 for that annotation,
while the ones who rejected it would receive score of 0.3. Hence, this score is
related to how much the annotations made by the participant have in common
with the crowd.

The agreement score only takes into account how the crowd performed on
pre-existing annotations, even though they could also add new annotations. We
decided to not include new annotations in the agreement score since it is a differ-
ent task from simply reviewing automatic annotations, comparing to searching
actively for missing annotations. We assigned a novelty score to each participant,
which measures the number of novel annotations added by each user:

novelty score(p, t) =
∑
a∈A

ballot(p, a) if
1

#P

∑
i∈P

ballot(i, a) ≥ t (4)

where A is the set of annotations added by the participants. We can change
the threshold t whether we want to reward novel annotations regardless if they
were also added by other participants. The agreement and novelty scores can be
used to rank the participants of the annotation session and study the differences
within a crowd of annotators.

2.2 HPO terms annotation

In this annotation session, the participants had to annotate a specific part of
a corpus [7] with HPO (Human Phenotype Ontology) [8] terms. The partici-
pants of this session were a group of 13 students enrolled in a systems biol-
ogy PhD program. The gold standard annotations of this corpus allowed us to
compare the crowd annotations with the gold standard. We used MER [9] to
obtain baseline annotations which participants could accept or reject, or also
add new annotations. Six documents from this corpus were annotated during
approximately 40 minutes. Material related to this session can be found at
https://github.com/lasigeBioTM/HPO Crowd Annotation Experiment.



2.3 Radiology terms annotation

In the context of a biomedical text mining workshop, we organized hands-on
activity consisting of the annotation of RadLex terms [10] on Radiology reports
by the workshop participants. We selected three Radiology reports from Lurie
Children’s TF Library http://mirc.luriechildrens.org/query. We performed an
informal preliminary test to understand how long it would take to annotate
each report and other issues that could occur. Since we had limited time to
perform this activity, we decided to select 3 documents for this session, expecting
an average of 10 minutes per document. We also used the NCBO annotator
[11] to present automatic annotations to the participants. The rationale for this
activity was that the aggregate annotations of the participants would be used as
a wisdom of the crowd gold standard, which could be used to train and evaluate
machine learning approaches. Material related to this session can be found at
https://github.com/lasigeBioTM/biomedical workshop bod.

3 Results and Discussion

3.1 HPO annotation session

During the HPO annotation session, we obtained annotations of six documents
from 13 participants. The crowd annotations were created as described in the
previous section and compared with the gold standard annotations developed
by domain experts. Here the rationale was to check if the wisdom of the crowd
could replace the use of (expensive) experts in the development of gold standard
annotations. We experimented with a number of validation thresholds to study
which one works best. This validation threshold corresponds to the fraction of
participants that have to agree on an annotation to accept it.

Using different validation thresholds, we observe that the precision values
tends to increase with the threshold, while the opposite happens to the recall (see
Table 3.1 and Figure 3.1). The maximum F1-score is obtained with a threshold
of 0.6 (0.659) while the maximum precision is obtained with a threshold of 0.7
(0.815) and maximum recall with a threshold of 0.1 (0.868). The plot in Figure
3.1 is similar to the analogous ones presented in [12, 5], which describe similar
experiments, but on a larger scale (more participants and using more documents)
and in a different domain (disease mentions). These differences might explain
why in our case we obtained worse F1-Scores.

The F1-score obtained by our baseline (MER annotations) on the same 6
documents was 0.618 (Table 3.1. Using the crowd with a threshold of 0.6, we
obtained a higher F1-score (0.659). These results show that the crowdsourcing
approach outperformed a rule-based system, especially in terms of precision.
We have previously developed IHP 1, a system based on machine learning and
post-processing rules to recognize human phenotypes. This system was evaluated
with cross-validation on the full HPO corpus. We considered only the same 6

1 https://github.com/lasigeBioTM/IHP



Threshold Precision Recall F1-Score

0.1 0.315 0.868 0.462
0.2 0.429 0.849 0.462
0.3 0.500 0.774 0.607
0.4 0.547 0.660 0.598
0.5 0.660 0.623 0.641
0.6 0.789 0.566 0.659
0.7 0.815 0.415 0.550
0.8 0.800 0.302 0.438
0.9 0.786 0.201 0.328

Table 1. Metrics evaluating the quality of the crowd annotations against gold standard
annotation, using different aggregation thresholds, e.g., the 0.5 row means the only
annotations accepted by at least 50% of the participants were included in the crowd
annotations.

Fig. 1. Graphical representation of the scores obtained with various validation thresh-
olds.

documents and calculated the same scores, to compare with the scores obtained
by the crowd. While the crowd obtained higher precision, IHP obtained a higher
recall, resulting in a higher F1-score. However, it should be taken into account
that IHP was highly tuned for this corpus, using the gold standard annotations
and manually tuned post-processing rules, while the crowd annotations were ob-
tained in approximately 40 minutes. Furthermore, a larger number of documents
may be necessary to perform a stronger comparison.



Precision Recall F1-Score

MER 0.596 0.642 0.618
Crowd 0.789 0.566 0.659
IHP 0.577 0.849 0.687

Table 2. Comparison between a baseline approach (MER), crowd annotations, using
the highest F-score threshold (0.6), and machine learning and post-processing rules
(IHP).

3.2 RadLex annotation session

The RadLex annotation session resulted in 3 radiology reports annotated by 25
participants. We created a crowd annotation file for each of the radiology reports
being used by including in the crowd annotation file just the annotations that
were done by at least 80% of session participants. Since we did not have expert
gold standard annotations for this corpus, we analyzed manually the effect of
the crowd on the baseline annotations. We observed that the crowd was able
to improve the specificity of the annotations in some cases. While the baseline
annotations contained ”left retinoblastoma” as separate entities, most of the
participants merged the two entities. In other cases, the crowd added more words
to an entity, changing ”tumor” to ”pineal tumor”, for example.

Another case that demonstrates the potential of the crowd was the identi-
fication of entities with typos. In one of the reports, the word ”adolsecent” is
used, and it is clear that the author meant ”adolescent”, a radiology term ac-
cording to RadLex. Automatic approaches to detect typos are limited in terms
of performance, and vocabularies to do not include this type of variation. The
fact that the crowd was able to detect this issue is another advantage of this
approach.

3.3 Comparison between annotation sessions

We calculated the agreement score for each participant of the two annotation
sessions and normalized the value by dividing by the total number of anno-
tations. The maximum agreement score obtained during the HPO session was
0.730 while for the RadLex session it was 0.832. While the radiology reports may
be more difficult to understand for non-experts, the HPO vocabulary seemed to
be more ambiguous. During the HPO session the participants had more doubts
about what was relevant, resulting in more disagreements in the annotations.
Comparing the ranking of participants, we noticed that some participants ob-
tained both high agreement and novelty scores. In the HPO session, the top 5 of
both rankings had 3 participants in common, while in the RadLex session had,
there were 2 participants in common. We also identified one participant in the
RadLex session who was in the top 5 of the agreement score ranking and in the
bottom 5 of the novelty score. This case can have various explanations: the par-
ticipant could have had technical difficulties in adding new annotations, could



have been more focused on validating the automatic annotations, or simply did
not think that many annotations were missing.

4 Conclusion

In this paper, we present our workflow for crowdsourcing annotations using non-
experts. We demonstrated this workflow on two sessions: one where a gold stan-
dard was available and it was possible to evaluate the crowd annotations, and
another where no gold standard was available. With the first dataset we obtained
an F1-score superior to a dictionary matching approach and using different val-
idation thresholds, we can obtain higher precision or recall values. With the
second dataset, we demonstrated how the workflow can be applied to different
domains and types of text. In this case, the documents consisted of clinical re-
ports, and the crowd was able to improve the quality of the baseline annotations.

The experiments presented in this paper represent a proof-of-concept for
future, more extensive, crowd annotation projects. While in both experiments
every participant annotated every document, some authors suggest that only a
few annotators are necessary to annotate a document [2]. This way, using the
same number of participants and in the same time duration, we could obtain a
larger number of annotated documents. More complex text mining tasks can also
be performed using the wisdom of the crowd [13]. Named entity normalization
and relation extraction are two tasks that can be attempted in the future using
our workflow [14, 15]. This workflow can also be integrated with active learning
algorithms to select the best annotators for each document [16].
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